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Abstract

This study identifies the key determinants of access to healthcare in
Africa and estimates the short-run and long-run effects of these determi-
nants. Panel data from 37 African countries, collected from the World
Bank Development Indicators and World Health Organisation databases
for the period 1995-2012, were analysed using the pooled mean group esti-
mators. Income appeared the strongest determinant of access in the long
run in countries in Africa included in the sample. Access to healthcare
was a necessity with the long-run income elasticity for access to healthcare
being 0.1149. The short-run effects of income on access were, however,
only significant in four of the countries in the sample. The difference in the
effects of income in the short run and the long run was generally applica-
ble to other variables. These findings imply that policy makers should
focus on income to increase access to healthcare while taking cognisance
of country-specific conditions in the short run to mitigate varying levels
of shocks.
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JEL Classification: I-11, I-15, I-18, C-23

1 Introduction

Improved health status is one of the most important items on the international
development agenda because of the economic and social benefits that it provides.
The importance of better health status is reflected in the presence of health-
related items in the Millennium Development Goals (MDG) as well as in the
more recently adopted Sustainable Development Goals (SDG). Theoretically,
better health status promotes economic development through improved produc-
tivity and learning capabilities, reduces the treatment burden, and contributes
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to well-being as a source of enjoyment of life and happiness for households and
individuals (Grossman, 1972).

These theoretical benefits of enhanced health status have been supported by
empirical evidence both at micro and macro levels (Mitchell et al., 2013; Boman
& Isiaka, 2015; Goetzel, et al., 2004; Oni, 2014; Bloom & Canning, 2015; Peters
et al., 2008). At a micro level, a recent study showed that healthier individuals
are more productive through mechanisms such as fewer days of absence from
work, and fitness while at work (Goetzel, et al., 2004). At macro levels, better
health status was found to be positively associated with economic growth (Oni,
2014; Bloom & Canning, 2015), and in recent evidence, better health status has
also been linked to poverty reduction (Peters, et al., 2008).

Despite the positive association between health status, productivity and well-
being, health status has remained relatively poor in low-income countries (LIC).
In Africa especially, the situation has been alarming. Statistics from the World
Health Organisation (WHO) show that in 2012, people in Africa had the low-
est life expectancy at birth and suffered about a third of the world deaths
(WHO, 2014). The evidence further reveals that 60.7 percent of these deaths
were caused by preventable or curable diseases such as malaria, diarrhoea and
pneumonia (Loef & Walach, 2012; Corburn & Hildebrand, 2015), raising the
issue of access to basic healthcare. This situation prevails despite evidence that
access to available health facilities is effectively improving health among the
most vulnerable (Tanaka, 2010). The evidence is also that these facilities are
underutilised (Enyioko & Samuel, 2012; Adorka et al.,2013; Astale & Chenault,
2015). Indeed, studies estimate that millions of individuals on the continent
suffer and even perish as a result of the underutilisation of healthcare resources
(Theuring, Mugenyi, Rubaihayo, Busingye, & Harms, 2015).

The importance of access to healthcare, and the prevailing underutilisation
of healthcare facilities in Africa has prompted an interest among researchers
(O’Donnel, 2007) and policy makers (Rutherford et al., 2010; Morreale et al.,
2014; Ganesh, 2015) in assessing demand-side factors related to access to health-
care. Theoretically, access to healthcare can be affected by supply- and demand-
side factors, ranging from social, economic and behavioural factors to environ-
mental factors. Although evidence on access remains insufficient, demand-side
factors have been relatively less investigated, especially at macro levels (Drabo
& Ebeke, 2011), as most studies focused on supply-side factors (Gulliford, et al.,
2002; Zheng & Zimmer, 2008; Gulliford & Morgan, 2013). Furthermore, in spite
of the existence of multiple indicators of access to healthcare, such as availability
of facilities, out-of-pocket payment, health status levels, affordability, and gov-
ernment budget allocations, most analyses (Oliver & Mossialos, 2004; Peters, et
al., 2008; Delamater et al., 2012) focused on supply-side factors and used sep-
arate indicators of access to healthcare (Aakvik & Holmås, 2006; Delamater et
al., 2012; Moreno-Serra & Smith, 2015; Leegwater et al., 2015). Thus, not only
did these studies overlook demand-side factors but they also ignored the use of
a composite indicator of access to healthcare. Studies that considered demand-
side factors of access to healthcare (Berthelemy & Seban, 2009; O’Donnel, 2007)
did not use a composite index of access either. To the best of our knowledge
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studies by Belasco et al. (2012) and Leegwater et al. (2015) are the only studies
that used a composite index of access although they did not focus on demand-
side determinants of that access. Furthermore, these studies did not distinguish
short-run (SR) and long-run (LR) effects of these determinants. This paper
contributes to the literature by identifying demand-side determinants of access,
and distinguishing SR and LR effects of these determinants in the context of an
autoregressive distributed lag (ARDL) model. Given the importance of access
to healthcare, this evidence is relevant for policy making in Africa.

The remainder of the paper is structured as follows: The next section
presents the methodology employed to conduct this study. Section 3 presents
the results, while Section 4 discusses the study’s results and conclusion.

2 Methods

2.1 Theoretical framework

Since the 1970s, access to healthcare has been conceptualised in different ways
encompassing demand and supply facets (Donabedian, 1972; Aday & Andersen,
1974; Penchansky, 1977; Gulliford, et al., 2002; Oliver & Mossialos, 2004; Peters,
et al., 2008). This paper focuses on the demand-side conception of access by
Delamater et al. (2012) and follows the framework of Peters et al. (2008) where
access or utilisation was also conceived in terms of financial accessibility (price
of care, income) and the geographical accessibility (distance to health facilities).

2.2 Contributing factors indicating access to healthcare

Based on the conception of access adopted, an index of access (HA) is con-
structed and used as a dependent variable. This index represents the following
three indicators of access (Moreno-Serra & Smith, 2015): government health
expenditure per capita, voluntary health insurance expenditure per capita, and
an aggregate immunisation rate constructed from six immunisation rates (diph-
theria, tetanus toxoid and pertussis; polio; measles; haemophilus influenza type
b; Bacillus Calmette—Guérin (BCG); and hepatitis B). The methodology was
borrowed from that used by the Colorado Health Institute (2015).

Following the methodology, each series of the above variable indicators is
normalised using its maximum value, assumed to represent the best score of
access. Thereafter, the average value of the indicators is used for each observa-
tion to constitute the index of access to healthcare. The estimation of the index
does not take into account the weights of indicators because of the absence of
weighting criteria. To circumvent this issue, the study unsuccessfully attempted
the use of the principal component analysis (PCA) as an alternative. Indeed,
while the sampling adequacy of PCA requires a Kaiser-Meyer-Olkin (KMO)
test statistic of greater than 0.5 (Zuo et al., 2015), running this test on our data
resulted in a test statistic of 0.4, suggesting that PCA was not appropriate for
our data. Thus, the index of access was used, following the methodology of the
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Colorado Health Institute.
Following Peters et al. (2008) and confining our analysis to data availability,

our main covariates are income, measured as constant gross domestic product
(GDP) in United States (U.S.) dollars (2005), and distance to healthcare facil-
ities (DHF), measured in terms of fuel consumption (CFC). In the absence of
the price of healthcare data in Africa, we thought that the distance to facility
(DHF) could act as a proxy. This was then estimated in terms of the volume of
fuel consumption, using the number of barrels of fuel consumed in each coun-
try. According to the demand theory, the increase in the GDP is expected to
increase access to healthcare. With respect to the volume of fuel consumed, it
can be positively related to access in the case that the volume increases with
the number of those commuting to healthcare facilities. The opposite, however,
is true if the volume increases because of distances travelled. So the sign on the
distance measure used in this study is a matter of empirical outcome.

Based on the literature on health and its relevance to this study, some co-
variates have been included in the study model in order to control for the effects
of health systems, the structures of the population, and the environments. The
study used out-of-pocket payment (OOP) as a share of total expenditure on
health to proxy the health system (Heijink et al., 2011) and this variable was
expected to have a negative sign. The elderly and the under-five section of the
total population was included to control for the effects of the structure of the
population as in Malmberg (1994), and is expected to have a positive sign be-
cause in Africa, the aged and children under five have a high disease burden.
The urban population section of the total population (URB) was included to
control for the spatial distribution (urban-rural) of the population as in San-
glimsuwan (2011). This indicator is measured as a percentage share of the total
population and is expected to have a positive sign.

2.3 Data

2.3.1 Data collection

Data on 37 African countries (list in Appendix 7) from 1995 to 2012 were col-
lected from the World Health Organisation (WHO) and World Development
Indicators (WDI) online databases, except for the data on fuel consumption,
which were obtained from the U.S. Energy Information Administration (EIA).
While Africa is made up of 54 countries, 17 countries were excluded from the
analysis due to missing data. Countries remaining in the sample are still a good
representation of Africa as whole as they include countries with different levels
of incomes, burdens of diseases and geographical locations. Thus, the exclusion
of 17 countries would not bias the estimates and conclusions.

2.3.2 Descriptive Statistics

The panel data of this study has a large T (T>10) suggesting the use of dynamic
panel data modelling (Breitung & Pesaran, 2008). In large T, non-stationarity
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and spurious regressions are resolved by this type of modelling (Wooldridge,
2009). The modelling also takes care of potential cross-sectional dependence
that can arise from these types of data (Sarafidis & Wansbeek, 2012).

Appendix 1 provides descriptive statistics for the variables used in this study.
Appendix 2 presents the graphs of level and first-differenced variables of interest,
showing that level variables are not stationary but first-differenced variables are
stationary. Still, formal stationarity tests and cross-section dependence tests are
required for further diagnostics on the data. The correlation matrices between
study variables are provided in Appendices 3-6 for both the “global” sample
(all 37 African countries included in this study) and the country income class
(income groups as per World Bank classification). From these correlation ma-
trices, a number of correlations are found. In the “global” sample, access to
healthcare is positively correlated with the GDP, the cost of fuel consumption
and the elderly, while it is negatively correlated with the OOP. However in the
income class sub-samples, access to healthcare and the number of elderly people
are positively correlated with GDP only in the lower middle-income countries
(LMIC) and upper middle-income countries (UMIC). Thus the correlation of
access to healthcare with the number of elderly people and the GDP in the
low-income countries (LIC) is not consistent with that of the full sample.

2.3.3 Preliminary data diagnostics

The following tests were carried out to determine whether the study variables
have unit root (UR) or the panels in data are cross dependent. The modelling
depends on whether these issues are present or not.

Cross-section dependence (CSD) test The Pesaran cross-section depen-
dence (CSD) test is used to test for correlations among the panels. The p-value
of 0.77 observed under the null hypothesis of cross-sectional independence sug-
gests that this hypothesis cannot be rejected. Thus there is statistical evidence
that the study panels are independent.

Unit root (UR) tests Following the independence of the panels, the study
assumes individual unit root process and uses the Augmented Dickey-Fuller
(ADF), Philip Perron (PP) and Im-Pesaran-Shin (IPS) tests because they allow
testing the UR under the assumption of heterogeneity (Baltagi et al., 2010).
These tests are, furthermore, easy to implement using standard software pack-
ages. Table 1 reports the results of the UR tests on level variables applying
the ADF-Fisher, PP-Fisher and IPS tests with individual effects for exogenous
variables (columns 1, 2 and 3).

In all three tests the Schwarz information criterion has been used for the lag
length selection. The results from all the tests indicate that only the variables
“under-five” and “urban populations” are consistently stationary (the null hy-
pothesis of UR is rejected at 1% and 5% levels of significance). While stationary
variables “under-five mortality, popu5”, and “urban populations, urb” are I(0),
there is no information showing that the remaining non-stationary variables are
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I(1) in order to carry out the cointegration test that requires the variables to be
I(1) or a mix of I(1) and I(0). Thus, the UR tests for first-differenced variables
are carried out to determine if the non-stationary variables are I (1). The UR
tests results with first-differenced variables are presented in Table 2.

The results from the three tests depicted in Table 2 show that all the series
are stationary, except for the IPS test result on the variable urb which was
stationary at level. The results of all these tests reject the null hypothesis of UR
at all levels of significance. The fact that we fail to reject the null hypothesis
on the first difference on the urb is due to power issues with unit root tests
Therefore, we can conclude that the study data has a mix of I (0) and I (1)
variables. This feature allows for the cointegration test.

Cointegration test Following the results from the CSD and the UR tests,
the Kao and Pedroni tests were used to test whether the study variables are
cointegrated or not. The results from these tests are presented in Table 3.

The Kao test in column 1 shows that the study variables are cointegrated
since the null hypothesis of no cointegration is rejected at all levels of signif-
icance. The results of the Pedroni (2004) cointegration test are presented in
columns 2 and 3. Except for group rho-statistic, panel rho-statistic and panel
v-statistic, the remaining statistics significantly reject the null hypothesis of
no cointegration. In fact, performing Monte Carlo simulations, Pedroni (2004)
demonstrates that the group-rho, panel-rho and panel-v tests have lower power
than the panel ADF statistic and group ADF statistic. Thus, using higher
power tests in our results, the null hypothesis of UR is rejected at all levels of
significance by the panel-ADF, panel-PP statistic, and group-ADF and group-
PP statistics. Hence, it can be concluded that variables in our behavioural
equation trend together in the long run.

2.3.4 Modelling approach

The diagnostics on the data conducted above suggest that the study can use a
dynamic ARDL panel model derived from the general model of health access
(Dor & Van Der Gaag, 1988), which is re-parameterised into an error correction
model (ECM) using the study variables. This allows modelling both the SR
and LR effects of the variables on access to healthcare. The ECM is specified
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as follows:

∆hait = φi(hai,t−1 − θ1igdpi,t−1 − θ2icfci,t−1 − θ3ioopi,t−1 − θ4ipop 65i,t−1

−θ5ipopu 5i,t−1 − θ6iurbi,t−1) +

p−1∑

j=1

λij∆hai,t−j +

q−1∑

j=0

δ1ij∆gdpi,t−j

+

q−1∑

j=0

δ2ij∆cfci,t−j +

q−1∑

j=0

δ3ij∆oopi,t−j +

q−1∑

j=0

δ4ij∆pop 65i,t−j (1)

q−1∑

j=0

δ5ij∆popu 5i,t−j +

q−1∑

j=0

δ6ij∆urbi,t−j + ωi + uit

i = 1, 2, ...37 t = 1, 2, ...18

Where for any country i at time t, ha is access to healthcare, gdp is the
per capita GDP, cfc is the cost of fuel consumption, oop is the out-of-pocket
payment share of health expenditure, pop65 and popu5 are the elderly and
under-five populations, and urb is the urban population as a share of total pop-
ulation. All the variables in Equation (1) are either lagged or first-differenced.
The parameters θ and δ are the coefficients on the LR and SR independent
variables, respectively, (k = 1. . . 6 ), λ are the coefficients on lagged access to
healthcare, φ is the speed of adjustment, ω is the unobserved fixed effects and
µ the idiosyncratic error terms. The model in Equation (1) is a log-log model,
the most popular ?exible functional form to guarantee the linearity of the model
that allows it to interpret the coefficient as elasticities (Green, 2002).

The parameters of interest are θ1i, θ2i, and φi, which measure, respectively,
the LR income elasticity for access to healthcare, the LR effect of fuel consump-
tion on access to healthcare, and the speed of adjustment. The θ1i is expected
to have positive signs, while θ2i and φi are expected to be negative. A negative
coefficient of the speed of adjustment term, combined with the lagged variables,
provides us with an “error correction mechanism” that will allow the system to
move back to equilibrium after a shock. The inclusion of the unobserved factor
(µi) seeks to capture the heterogeneity across African countries.

The results of the CSD suggested that the panels in the study dataset are
independent. These results prompted the use of three estimators: the mean
group (MG), the pooled mean group (PMG) and the dynamic fixed effect (DFE)
estimators to evaluate the ECMs in this context (Blackburne & Frank, 2007).

The MG estimator was suggested by Pesaran & Smith (1995) to obtain con-
sistent estimators of the means of the slope coefficients and to resolve the bias
due to heterogeneous slopes. This estimator provides the LR parameters for
the panels by averaging the LR parameters from ARDL models for individual
countries. The coefficients are heterogeneous in the LR and in the SR. The MG
estimator has the drawback of not allowing for the efficiency gains that are fea-
sible when some economic features are common across countries. Nonetheless,
the consistency and validity of this approach rely on the availability of a large
time series dimension in the data.
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The DFE estimator restricts not only the coefficient of the cointegrating vec-
tor to be identical across all panels in the LR, but also the speed of adjustment
coefficient and the SR coefficients. The DFE allows panel-specific intercepts
and calculates the standard error allowing the intragroup correlation. The DFE
models are subject to a simultaneous equation bias from the endogeneity be-
tween the error term and the lagged dependent variable (Baltagi et al., 2000).

Suggested by Pesaran et al. (1997), the PMG aims at detecting the LR and
SR association between variables while taking into account possible heterogene-
ity across countries. It combines both pooling and averaging of coefficients. It
also allows the intercept, the SR coefficients and the error variances to vary
across the units, while constraining the LR coefficients to be equal across coun-
tries. The PMG requires large T and large N to avoid the bias in the average
estimators.

The practice of estimating ECMs in the context of cross-section indepen-
dence of the panel data induces the estimation of the three models DFE, MG
and PMG (Blackburne & Frank, 2007) because a priori, the hypothesis that
holds on coefficients of the model is unknown. The model, between the three,
that best suits the data is thus selected post estimation applying the Hausman
test.

3 Regression results

3.1 Model selection

Table 4 provides the regression results of the three models. The EC part includes
the LR elasticities and the SR part includes both the SR elasticities and the
speed of adjustment.

The regression results show that the LR elasticities are statistically signifi-
cant for our variables of interest only in the PMG model. These elasticities are
significant for GDP only in the DFE while for the MG they are all insignificant.
The Hausman tests for model selection supports the choice of the PMG model,
since they provide the p-value of 0.4419 (test against MG) and the p-value of
zero (test against DFE) supporting the choice of the model. Thus the PMG
suits the data best and is used as a reference model. When LR coefficients are
the same but SR coefficients are different, the PMG estimator constraints are
met for it to produce efficient and consistent estimators (Blackburne & Frank,
2007). In the context of African countries, the suitability of PMG can be jus-
tified in that these countries are engaged in common international and local
programmes to combat health threats (HIV, tuberculosis, malaria), to achieve
MDG and SDG objectives for health, such that they are trending together (com-
mon LR effect). They might, however, achieve these objectives at a different
pace (SR effect) given their different characteristics and approaches to dealing
with issues of access to healthcare.
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3.2 Global and income class specific estimates

This subsection presents the regression results from the “global” model as well
as from the income class specifications. The income class specifications results
are presented in order to assess the robustness of the results from the main
model. That is, it is assumed that aside from the identified factors, access
to healthcare could also be in?uenced by other features of countries’ macro-
economic environments such as income levels. One reason for suggesting that
a country’s income class may matter is that a change in income should affect
these groups of countries differently. Hence, regressions by the country’s income
classes have been carried out. The selected countries include 17 LIC, 13 LMIC
and 7 UMIC. Table 5 presents LR homogeneous regression coefficients (“global”
and by income class, that is, LIC, LMIC and UMIC). The SR coefficients that
differ across countries according to models assumptions are in Appendices 7-10.

3.2.1 Long-run estimates

Table 5 shows that in the “global” specification, the LR elasticities of the main
variables are statistically significant at all levels. The income elasticity of 0.1149
shows that in the LR, a 1% increase in GDP per capita increases access to
healthcare by 0.1149 percentage points, other things remaining the same, while
the CFC variable indicates that a 1% increase in fuel consumption increases
access to healthcare by 0.0644 percentage points. This model also shows that
three control variables have significant LR elasticities: the URB and the POPU5
at all levels of significance and the OOP at a 10% level of significance.

In income class specifications, only the LR income elasticity is consistently
significant across all the specifications as in the global model. However, income
impacts differently on access across different income groups, with the highest
impact in the LMIC (0.6167) and the lowest in the LIC (0.3376). In income
classes, the LR income elasticities of access are positive as in the “global” model,
although its magnitude differs from one group to another: 0.3376 for LIC, 0.5597
for UMIC, and 0.6167 LMIC. The LR CFC elasticity is statistically significant
only in the LIC and the UMIC specifications. It is worth noting that an income
elasticity of 0.1149 in the “global” model is closer to the one from the LIC group
than any other income class, probably because of more LICs in the sample (17
countries precisely).

3.2.2 Short-run or country-specific estimates

Short-run coefficients are presented in Appendices 7-10. Considering significance
levels of 1% and 5%, the “global” model (Appendix 7) suggests that income
(GDP) is a strong determinant of access to healthcare with the expected sign
only for a few countries, notably, Congo Republic, Mali, Mauritius, Morocco
and Seychelles. The income elasticity of access to healthcare varies from 0.4929
percentage points in Seychelles to 2.5079 percentage points in Congo Republic.
Unexpected negative effects of income on access are observed in Burundi, Ghana
and Mozambique, and a possible explanation for this observation is provided in
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the discussion section. Results in the SR are also different from those in the LR
for fuel consumption (CFC), which had negative and significant effects for four
countries (at 1% and 5% significant level), except in Angola.

4 Discussion

This paper set out to identify demand-side determinants of access to healthcare
in Africa and to estimate the SR and LR effects of these determinants. The scant
evidence on demand-side factors, the recent and increasing interest in these fac-
tors by researchers and policy makers, the underutilisation of available facilities
(Enyioko & Samuel, 2012), and the need to expand healthcare coverage (Harris,
et al., 2011) motivated this analysis. On the basis of the theory and literature,
the study identified income (GDP) and distance to health facilities (additional
cost of accessing healthcare) as the main determinants of access to healthcare,
with the health system, structure of the population, and environment, as con-
trol variables. SR and LR effects of these variables on access to healthcare were
analysed by applying a PMG model on these variables. Data for 37 African
countries spanning the period 1995-2012 for these variables were collected from
the World Health Organisation (WHO), World Development Indicators (WDI)
and U.S. Energy Information Administration (EIA) online databases.

The study found that income is the strongest LR determinant of access to
healthcare in Africa with a common income elasticity of 0.1149. The evidence of
income elasticity being less than 1 implied also that access to healthcare is a ne-
cessity. The study found further that the distance to health facilities, measured
by the volume of fuel consumption (CFC) was positively associated with access
to healthcare in the LR with a coefficient of 0.0644. This finding is unexpected
in case the volume of fuel consumption is a result of more distances travelled.
However, this result can be expected in case more fuel consumption is a result of
more commuting, which might ease access and reduce transport fares as a result
of competition. The interpretation of the result in this manner remains only
valid inasmuch as more access to transport services more generally translates
into easiness of access to transport services towards healthcare facilities.

The plausibility of the latter explanation can indeed be argued in terms of
the fact that the transport sector is one of the most lucrative sectors in Africa.
Over time, the investments in the sector might have contributed to an increase
in transport services more generally, which in tum increased access to healthcare
services.

Unlike LR effects of income in the “global” and income class models, the SR
(country-specific) effects of income was not very significant. Of the 37 countries
covered by the study, SR income effects were significant only in five countries,
notably Seychelles, Mali, Mauritius, Morocco and Congo Republic. Income
elasticity ranged from 0.4929 in Seychelles to 2.5079 in Congo Republic. Unex-
pected findings in the SR included a negative effect of income on access in some
countries. While this result is difficult to explain theoretically, in the context of
healthcare, health outcomes such as seriousness of illness and the high burden of
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diseases among under-five children might drive the necessity to seek healthcare,
overshadowing the effect of income. In fact, the lower the income people have,
the more they suffer from these health outcomes from time to time, and the
more they see the need to get to facilities, achieving access through means such
as selling the few assets they have or by borrowing. Another explanation might
be that in some countries, higher incomes might imply better living conditions,
better health status and limited need to access healthcare. Results in the SR are
also different from those in the LR for CFC, which had negative and significant
effects for four countries (at 1% and 5% significant level), except in Angola.
The result in Angola could be justified by the high level of subsidisation of fuel
consumption in this country (International Monetary Fund (IMF), 2013).

Our results were similar to results obtained in previous studies. For instance,
our LR estimates of income elasticity of 0.1149 in Africa resembled the result
of a pioneering study by Newhouse (1977) analysing medical expenditure in
the United States, which also reported a positive estimate (0.14) of income
elasticity for health expenditure. More recently, other studies reported the
income elasticity for healthcare access of 0.112 and 0.122 (Kumagai, 2005; Farag,
et al., 2012). With respect to income elasticity for healthcare access or usage,
the question has been whether healthcare is a luxury good (elasticity >1) or
a necessity good (elasticity <1). In line with most findings in this area, our
study found that healthcare was a necessity in Africa. Furthermore, even if
the distance to health facilities appeared in an unexpected manner to increase
access to healthcare, this result is consistent with the findings from some studies
(Heller, 1982; Akin et al., 1986). The unexpected result finds explanation in
the possibility that higher volume of fuel might be a result of more transport
(quantity rather than the price of fuel). Higher availability of transport services
as a result of competition might lower the costs of transport and increase access.
This is a possibility given the fact that the transport sector is lucrative in Africa.
It is, however, worth acknowledging that many studies (Okwaraji et al., 2012;
Syed et al., 2013; Okwaraji et al., 2015) found negative effects resulting from the
distance to health facilities on access to healthcare. The finding in SR estimates
that income is negatively associated with access is also not unique to this study.
Clavero and González (2005) arrived at the same finding in analysing access to
healthcare where access to health care was proxied by the number of general
practitioners.

While the results of this study conform to the previous literature, this study
showed that the SR effects of various variables might not be the same as their
LR effects. Not only does it show that long-run average elasticities for access to
healthcare are common for African countries in the study, but it also hints at the
fact that this evidence can mask some country-specific realities about access.
Specifically, the study revealed evidence that although variables might have
common effects in the LR in countries covered by the study, the effects of these
variables might vary from one country to another in Africa. This contribution
to the literature stemmed from the use of the PMG estimator in the context of
panel data that allowed the estimation of LR common effects coefficients and SR
country-specific coefficients. Another contribution of the study was the use of a
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composite index to measure access to healthcare and analysing its determinants
from the demand-side perspective. Other studies in the literature focused either
on supply-side factors of access, did not use the composite indicators (Drabo &
Ebeke, 2011; Belasco et al., 2012; Sato, 2012; Wouterse & Tankari, 2015) or did
not use an estimation technique that produces both SR and LR estimates.

The findings from this study have significant policy implications. On the
one hand, policy makers, whether at an international level or at a country level,
should consider income-related policies or policies targeting other significant
variables found in this study as the policies most likely to improve access to
healthcare in the long run. On the other hand, they should take cognisance of
the fact that African countries respond differently to shocks and that policies
that produce effects in the LR might have limited effects in the short run,
requiring some mitigation of SR policies.

A word of caution on the conclusions reached by this study is in order.
The variables used in this study were limited to the variables for which data
were available. For example, a theoretically important variable, the price of
healthcare, was not available. This price could not be proxied by the consumer
price index because the cost of healthcare is usually free for patients using public
facilities in Africa. Patients only pay for transport costs and other non-medical
costs while accessing healthcare. The assumption adopted by this study that
the costs of transport to health facilities would act as proxy for the DHS could
not result in the theoretically expected effect of cost of healthcare on access
to healthcare in many countries. The study refers for future investigation the
question of how best to measure the price of healthcare and the DHS at a macro
level.

5 Summary

This study identified the determinants of access to healthcare and produced SR
and LR estimates using a PMG estimator in the context of panel ARDL. The
study found that LR effects (common effects) were different from SR effects
(country-specific effects) and that income was the strongest determinant of ac-
cess to healthcare. The study found further that access to healthcare remained
a necessity in Africa. As an implication, due care should be taken to account
for SR country-specific effects while formulating polices targeting improvement
of access to healthcare in the LR.
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